
John P.  Lalor,  Pedro Rodriguez,  João Sedoc,  Jose Hernandez-Orallo

h t t p s : / / e a c l 2 0 2 4 i r t . g i t h u b. i o /

Item Response Theory for NLP
EACL2024 Tutorial, 21st March 2024

,  



Welcome!

Tutorial webpage: eacl2024irt.github.io

• Slides

• Jupyter notebooks

• Reading list

eacl2024irt.github.io


About Us

• John Lalor, University of Notre Dame
• Pedro Rodriguez, Meta AI - FAIR
• Joao Sedoc, New York University
• Jose Hernandez-Orallo, Universitat Politècnica de València and the Leverhulme Centre for the
Future of Intelligence, University of Cambridge, UK



Today’s Schedule

• Evaluation in NLP

• Introduction to IRT

• Break (15 minutes)

• IRT in NLP

• Break (15 minutes)

• Advanced Topics and Opportunities for Future Work

• Conclusion



Next up

• Next section: Evaluation in NLP
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Part 1. Evaluation for NLP
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What Do We Evaluate in NLP?



EVALUATIONS ARE AT SEVERAL LEVELS

ITEM RESPONSE THEORY FOR NLP 4

1) System-level evaluations
• This is probably the most common evaluation type (MT, Dialog, NLI, etc…)

2) Machine learning method evaluations
• E.g., LSTM vs Transformer

3) Metrics
• E.g., BLEU, BERTScore, etc

4) Annotations
• Annotation error estimates

5) Data
• Quality, domain similarity, toxicity



SYSTEM EVALUATIONS

1. Extrinsic task based evaluation

2. Intrinsic evaluation

3. Human evaluation

4. Automatic metric evaluation

5. A/B testing

6. Error analysis

ITEM RESPONSE THEORY FOR NLP 5
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From Huang et al., 2019, “Challenges in Building Intelligent Open-Domain Systems”
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COMMON TASK FRAMEWORK & LEADERBOARDS
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There is general agreement that these competitive evaluations had a striking 
and beneficial effect on the performance of various systems tested over the 
years. However, it is also recognized (albeit less generally) that these evaluation 
experiments also had the, less beneficial, effect that the participating systems 
focused increasingly more narrowly on those few parameters that were 
measured in the evaluation, to the detriment of more general properties.

- Schwitter et al. 2000

Focusing on headline state-of-the-art numbers “provide(s) limited value for scientific 
progress absent insight into what drives them” and where they fail.

- Lipton and Steinhardt, 2019



LOTS OF LEADERBOARDS
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LOTS OF LEADERBOARDS
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SHARED TASKS
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SHARED TASKS
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SHARED TASKS
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LEADERBOARDS CAN IMPROVE

1. Questions with the Right Difficulty

2. Discriminative Questions

3. Minimize Ambiguity, Maximize Fairness

4. Don’t be Overly Definitive

5. Be Flexible and Introspective

ITEM RESPONSE THEORY FOR NLP 18



METHODS FOR RANKING

1. Average score

2. Z-scored ratings

3. Preference ranking
§ Bradley-Terry-Leech
§ Elo rating system
§ Trueskill
§ Item Response Theory

ITEM RESPONSE THEORY FOR NLP 19



HUMAN / AUTOMATIC METRICS

Human evaluation
§Expert judges (WOCHAT, Alexa)
§Crowd-sourced (non-expert) judgments (DBDC)

Automated evaluation
§Proxy metrics (e.g., G-Eval, BLEU, Perplexity)

ITEM RESPONSE THEORY FOR NLP 20

S1 U1 Si-1 Ui-1 Si Ui

UjUjUjUjHj
Human [holistic]

Human [turn by turn]

Auto [wrt reference(s)]



A / B TESTING
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ERROR ANALYSIS

1. Categorize error types

2. Investigate sources

3. Identify possible explanations

ITEM RESPONSE THEORY FOR NLP 22
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Annotations



EVALUATION OF ANNOTATIONS

1. Inter-annotator agreement (IAA)
o Cohen’s Kappa
o Krippendorff’s alpha
o Fleiss’ Kappa

2. Accuracy, Precision/Recall/F-score

3. Consistency checks

4. Error Analysis

ITEM RESPONSE THEORY FOR NLP 24
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Data



UNDERLYING DATA ANALYSIS

1. Quality of the examples

2. Difficulty of data

3. Usefulness for evaluation

4. Error Analysis

ITEM RESPONSE THEORY FOR NLP 26
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THANK YOU!
JOAO SEDOC

http://joaosedoc.com/
jsedoc@nyu.edu

http://josephorallo.webs.upv.es/
mailto:jorallo@dsic.upv.es


NEXT UP

Next Section: Introduction to IRT

ITEM RESPONSE THEORY FOR NLP 28
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In this session

Motivation

Introducing IRT

IRT Models with Artificial Crowds

The py-irt Package



Motivation



Differences between Examples

Natural language inference (NLI)
Premise Hypothesis Label Difficulty
A little girl eating a sucker A child eating candy Entailment easy
People were watching the tournament in the sta-
dium

The people are sitting outside on the grass Contradiction hard

Two girls on a bridge dancing with the city skyline
in the background

The girls are sisters. Neutral easy

Sentiment analysis (SA)
Phrase Label Difficulty
The stupidest, most insulting movie of 2002’s first quarter. Negative easy
Still, it gets the job done - a sleepy afternoon rental. Negative hard
An endlessly fascinating, landmark movie that is as bold as anything the cinema has seen in years. Positive easy
Perhaps no picture ever made has more literally showed that the road to hell is paved with good
intentions.

Positive hard



Leaderboards

https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard

https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard


Differences in Questions



Differences in Questions



Differences in Questions

Source: Boyd-Graber and Börschinger (2020)



Introducing IRT



Psychometrics

Psychometrics: study of quantitative measurement practices

• Building instruments for measurement (standardized tests)
• Development of theoretical approaches to measurement

Item Response Theory (IRT): measure latent traits of test-takers and test questions (“items”)



IRT: 1 Parameter Logistic Model (1PL)

Also known as Rasch model

𝑝(𝑦𝑖𝑗 = 1|𝑏𝑖, 𝜃𝑗) = 1
1 + 𝑒−(𝜃𝑗−𝑏𝑖)

𝜃𝑗 : latent ability
𝑏𝑖 : difficulty
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1PL Plate Notation

𝑦𝑖𝑗

𝑏𝑖 𝜃𝑗

𝐽
𝐼



IRT: Other Examples (2PL)

𝑝(𝑦𝑖𝑗 = 1|𝑎𝑖, 𝑏𝑖, 𝜃𝑗) = 1
1 + 𝑒−𝑎𝑖(𝜃𝑗−𝑏𝑖)

𝜃𝑗 : latent ability
𝑏𝑖 : difficulty
𝑎𝑖 : discriminability
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IRT: Other Examples (3PL)

𝑝(𝑦𝑖𝑗 = 1|𝑎𝑖, 𝑏𝑖, 𝑐𝑖, 𝜃𝑗) = 𝑐𝑖 + 1 − 𝑐𝑖

1 + 𝑒−𝑎𝑖(𝜃𝑗−𝑏𝑖)

𝜃𝑗 : latent ability
𝑏𝑖 : difficulty
𝑎𝑖 : discriminability
𝑐𝑖 : guessing
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IRT: Other Examples (Feasibility)

𝑝(𝑦𝑖𝑗 = 1|𝑎𝑖, 𝑏𝑖, 𝑐𝑖, 𝜃𝑗) = 𝛾𝑖

1 + 𝑒−𝑎𝑖(𝜃𝑗−𝑏𝑖)

𝜃𝑗 : latent ability
𝑏𝑖 : difficulty
𝑎𝑖 : discriminability
𝛾𝑖 : feasibility
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Parameter Estimation

𝑝(𝑦𝑖𝑗 = 1|𝑏𝑖, 𝜃𝑗) = 1
1 + 𝑒−𝑎𝑖(𝜃𝑗−𝑏𝑖)

𝑝(𝑦𝑖𝑗 = 0|𝑏𝑖, 𝜃𝑗) = 1 − 𝑝(𝑦𝑖𝑗 = 1|𝑏𝑖, 𝜃𝑗)

𝐿 =
𝐽

∏
𝑗=1

𝐼
∏
𝑖=1

𝑝(𝑌𝑖𝑗 = 𝑦𝑖𝑗|𝑏𝑖, 𝜃𝑗)

𝑞(Θ, 𝐵) = ∏
𝑗

𝜋𝜃
𝑗 (𝜃𝑗) ∏

𝑖
𝜋𝑏

𝑖 (𝑏𝑖)

• 𝑝(𝑌 |𝐵, Θ) – model

• 𝑞(Θ, 𝐵) – guide (variational distribution)
Natesan et al. (2016)



Let’s look at the code

Intro to IRT notebook 1 – 2_IntroToIrt.ipynb



Evaluating DNN Performance with IRT

Premise Hypothesis Label Difficulty
A little girl eating a sucker A child eating candy Entailment -2.74
People were watching the tourna-
ment in the stadium

The people are sitting outside
on the grass

Contradiction 0.51

Two girls on a bridge dancing with
the city skyline in the background

The girls are sisters. Neutral -1.92

Nine men wearing tuxedos sing Nine women wearing dresses
sing

Contradiction 0.08

Phrase Label Difficulty
The stupidest, most insulting movie of 2002’s first quarter. Negative -2.46
Still, it gets the job done - a sleepy afternoon rental. Negative 1.78
An endlessly fascinating, landmark movie that is as bold as anything the
cinema has seen in years.

Positive -2.27

Perhaps no picture ever made has more literally showed that the road to hell
is paved with good intentions.

Positive 2.05



IRT for NLP: Human Annotations

Item Set Ability Score Percentile Test Acc.

“Easier”

Entailment -0.133 44.83% 96.5%
Contradiction 1.539 93.82% 87.9%

Neutral 0.423 66.28% 88%

“Harder”

Contradiction 1.777 96.25% 78.9%
Neutral 0.441 67% 83%

Source: Lalor et al. (2016)



Human Bottleneck

• Gathering human response patterns is expensive
• Can we use ensembles of models to gather response patterns?
• Even if we can, should we?



IRT Models with Artificial Crowds



Building IRT Test Sets

Question bank

Gather
response
patterns

Fit IRT
model

Final test set

Item removal



Artificial Crowd Construction

Training set

Sample,
Add noise,

etc.

Train DNN Full data set

Output response pattern



Human-Machine Correlation

• Spearman 𝜌 (NLI): 0.409 (LSTM) and 0.496 (NSE) (Lalor et al., 2019)



Human-Machine Correlation

• Spearman 𝜌 (SA): 0.332 (LSTM) and 0.392 (NSE) (Lalor et al., 2019)



Difficulty Distribution

Source: Lalor et al. (2019)



IRT for Leaderboards (SQuAD)

• 1.9 million subject-item pairs



IRT for SQuAD



Ranking Performance

Source: Rodriguez et al. (2021)



The py-irt Package



IRT in Python: py-irt

py-irt train 1pl data/data.jsonlines output/1pl/



IRT in Python: py-irt
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https://github.com/nd-ball/py-irt
Lalor and Rodriguez (2022)



Let’s look at the code

Intro to IRT notebook 2 – 2_pyirt_example.ipynb
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Break!

• Back in 15 minutes

• Next section: IRT in NLP
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In this session

Introduction

Improving Model Training

Finding Annotation Error

Evaluation Metrics

2



Introduction



IRT for NLP

Overview of IRT Applications:

• Dataset Construction

• Model Training

• Evaluation

3



Assumptions for IRT + NLP

Basic assumptions of the data and parameterization we have:

• A dataset with items indexed by i .

• A set of subjects indexed by j .

• Responses rij from graded responses of subjects to each item.

• An IRT parameterization, e.g., one with item difficulty βi , discriminability γi , and
ability θj might assume:

p(rij = 1|βi , θj) = 1
1 + e−γi (θj −βi )

4



IRT Applications: Example of Model Behavior
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What IRT Yields

Given the previous information, IRT will yield estimates for chosen parameters, i.e.: item
difficulty βi , discriminability γi , and ability θj .

Consider two scenarios:

• What if the dataset is the training data?

• What if the dataset is a test set?

6



Improving Model Training



Data set filtering

• AVI: |bi | < τ

• UB: bi < τ

• PCUB: pci < τ

• AVO: |bi | > τ

• LB: bi > τ

• PCLB: pci > τ
Source: Lalor et al. (2019)
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Biggest Differences

Task Label Item Text Difficulty ranking

Humans LSTM NSE

SNLI Con. P: Two dogs playing in snow.
H: A cat sleeps on floor

168 1 5

Ent. P: A girl in a newspaper hat with a bow
is unwrapping an item.
H: The girl is going to find out what is
under the wrapping paper.

55 172 176

SSTB Pos. Only two words will tell you what you
know when deciding to see it: Anthony.
Hopkins.

9 103 110

Neg. ...are of course stultifyingly contrived and
too stylized by half. Still, it gets the job
done–a sleepy afternoon rental.

128 46 41

Source: Lalor et al. (2019)
8



Finding Annotation Error



IRT Applications: Finding Annotation Error

Test examples can be: too hard, discriminative, too easy, or erroneous 1

Annotation
Error Too EasyToo Hard Discriminative

Questions

How can we use IRT to identify each example type?

1Boyd-Graber and Börschinger (2020)
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IRT Applications: Finding Annotation Error

What makes examples bad?

• Examples that do not discriminate between good and bad subjects

• Example: Bad label → all models get wrong

• Example: Correctness is a coinflip

• Non-Example: Difficult example few models get correct

• What parameter could identify this?

• We can use IRT discriminability γi to find bad examples!

10
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IRT Applications: Setup for Finding Annotation Error

Can follow along in notebook! Setup/Assumptions:

• Run a simulation where:

• 10 Subjects, Ability/Skill ∼ U(−4, 4)

• 1000 Items, Difficulty ∼ U(−4, 4)

• Items have a 5% of being invalid

• Responses for valid items: rij = sigmoid(θj − βi) > u, u ∼ U(0, 1)

• Responses for invalid items: rij = u > .5, u ∼ U(0, 1)

Then, train a 3PL IRT model with py-irt

11
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• Responses for valid items: rij = sigmoid(θj − βi) > u, u ∼ U(0, 1)

• Responses for invalid items: rij = u > .5, u ∼ U(0, 1)

Then, train a 3PL IRT model with py-irt

11



IRT Applications: 3PL Model
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IRT Applications: Setup for Finding Annotation Error

IRT Parameters
• Item Difficulty: βi ∼ Normal
• Item Discriminability: γi ∼ LogNormal
• Subject Ability θj ∼ Normal

IRT Model

p(rij = 1|βi , γi , θj) = 1
1 + e−γi (θj −βi )

Note:
• Why γi ∼ LogNormal? Following

Vania et al. (2021), forces γi to be
non-negative.

• Other variables are zero centered.

13
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IRT Applications: Sample Code for Finding Errors

Sample Code

d a t a s e t = Datase t . f r o m _ j s o n l i n e s ( "/tmp/ i r t _ d a t a s e t . j s o n l i n e s " )
c o n f i g = I r t C o n f i g (

model_type=' t u t o r i a l ' , l o g_eve r y =500 , dropout =.2
)
t r a i n e r = I r t M o d e l T r a i n e r (

c o n f i g=con f i g , data_path=None , d a t a s e t=d a t a s e t
)
t r a i n e r . t r a i n ( epochs =5000 , d e v i c e=' cuda ' )

14



IRT Applications: Simulation Results

Can we distinguish valid from invalid items based on discriminability γi?
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IRT Applications: Finding Annotation Error

In Rodriguez et al. (2021), we used a slightly different model to do this for SQuAD:

Subjects

Items

Responses

Differences
• Discriminability γi could be

negative, which is
inconvenient.

• Feasibility λi .

16



IRT Applications: Finding Annotation Error

Plotting IRT parameters:

17



IRT Applications: Finding Annotation Error

Use IRT parameters to find partitions of data with annotation errors

Identifying Bad Examples

QA Evaluation Paradigms Improving Leaderboards Future WorkBackground

Was the example correct?
• Question makes sense
• Answer is correct
• No ambiguity
• …

If the example is wrong, then why?
• It is “Wrong/Flawed” because it “Explanation”

Example:
One low difficulty questionwas wrong, because although the label says it is not answerable, it is answerable

18



IRT Applications: Finding Annotation Error

Use IRT parameters to find partitions of data with annotation errors
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Explanation

Things to note:

• Negative discriminability identifies errors
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IRT Applications: Finding Annotation Error

Example of bad example identified by IRT

20



Evaluation Metrics



IRT Applications: Evaluation Metrics

Simple Idea: Instead of accuracy, use subject ability θj to rank.

21



IRT Applications: Evaluation Metrics

Simple Idea: Instead of accuracy, use subject ability θj to rank.

21



IRT Applications: Evaluation Metrics Example

Suppose the following:

• 10 Subjects, similar setup as before

• As before, 1,000 Test Examples

• A set of 800 easy examples ∼ U(−4, 0), Validity Rate 95%

• A set of 150 moderate examples ∼ U(0, 3), Validity Rate 90%

• A set of 50 hard examples ∼ U(3, 4), Validity Rate 80%

22
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IRT Applications: Evaluation Metrics Example

In table we show:
• Subjects sorted by True Ability

• IRT Inferred Ability
• Accuracy:

• Overall
• Easy subset
• Moderate subset
• Hard subset

• What does the data show?

Ability Accuracy

True IRT Overall Easy Mod Hard

-3.506 -12.1 0.194 0.218 0.093 0.100

23
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IRT Applications: Evaluation Metrics Example

The data shows:
• Variation in true/inferred

ability and accuracy by subset
→ Asking the right question
matters!

• Fewer hard examples →
noisier subset.

• Accuracy difference between
best two subjects is not large.

• IRT is well suited to this type
of data.

Ability Accuracy

True IRT Overall Easy Mod Hard

-3.506 -12.1 0.194 0.218 0.093 0.100
-3.000 -7.61 0.256 0.301 0.066 0.100
-2.645 -4.88 0.325 0.380 0.093 0.140
-1.214 0.348 0.543 0.650 0.113 0.120
-1.156 1.40 0.560 0.667 0.120 0.160
-0.748 2.68 0.602 0.712 0.146 0.200
-0.455 3.36 0.631 0.746 0.193 0.100
0.232 5.76 0.729 0.848 0.293 0.120
2.16 11.1 0.865 0.956 0.586 0.240
2.50 14.2 0.897 0.971 0.686 0.340
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IRT Applications: Discounting Bad Examples

What do we see?
• Invalid examples

sorted down

• Proportion of invalid
examples represented

• Valid Hard examples
are more
discriminating
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IRT Applications: Discounting Bad Examples

Why does this matter?

• Noisy examples → noisy metrics

• Noise metrics → noisy rankings

• IRT is one way to mitigate the effect of noisy examples by directly modeling them!
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IRT Applications: Rank Reliability in Evaluation Metrics

In Rodriguez et al. (2021), we examined a case where:

• The cost of annotation model responses is high.

• Pre-existing leaderboard data (i.e., response matrix).

• A new set of subjects/models

• We want to:

• Minimize annotation cost

• Maximize correlation to ranking if fully annotate

• Experiment: What method for selecting subset to annotate is best?

27
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IRT Applications: Rank Reliability in Evaluation Metrics

We test this setup with SQuAD leaderboard data:

79

Annotation Efficiency Experiment

Dev Questions: ~10K

Test Questions: ~10K

Test Model Ranking

N + K Subjects

N Subjects (80%)

K Subjects (20%)

1

For M in [16, 32, 64…, ~10K]2

Iteratively Choose M items according to Sampling Method 

For Sampling Method in [Random, Diff, Disc, Disc + Diff, Info]

Compute Correlation to Test Ranks

3

4

5

QA Evaluation Paradigms Improving Leaderboards Future WorkBackground 28



IRT Applications: Rank Reliability in Evaluation Metrics
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Figure 4: Compared to the final ranking over a large test set, how well does a small test set correlate? The
left shows correlation between mutually exclusive development set samples and the right between development
samples and the full test set. In both experiments (panes), ranking systems by IRT ability is more stable—across all
sample sizes—than mean accuracy and thus more reliable (Kendall’s rank correlation is higher). Bands show 95%
confidence intervals of rank correlations across ten trials per sample size.
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Figure 5: Suppose we need to cold start and collect
annotations for a new subject: what order would most
rapidly increase correlation to the full test data? As we
expect, the correlations eventually converge, but with
little data, IRT has better correlation than other methods.
We suspect that the IRT information underperforms early
on when the subject ability estimate is unstable.

two.12 We propose that items should be selected ac-
cording to their Fisher information content (Weiss,
1982)

Ii(✓j) =
(p0ij)

2

pij(1 � pij)
= �2

i pij(1 � pij) (2)

as derived by Lord et al. (1968, p. 70).
Intuitively, if we do not yet know the true skill ✓j ,

we should pick items whose expected response we
are most uncertain about. Our uncertainty (entropy)
is maximized when the likelihood of a correct re-

12We train an IRT-disc model to simplify sampling (e.g.,
avoiding a tradeoff between feasibility and discriminability).

sponse pij is the same as the likelihood of an in-
correct response 1 � pij , which corresponds to the
maximal value of Ii(✓j); it is also sensible this
value increases as discriminability �i increases.

To infer the maximally informative items, we
estimate the ability ✓j of each subject using the
currently selected items, use the ability to compute
the information of each yet-to-be-annotated item
for each subject, and then aggregate the informa-
tiveness

Info(i) =
X

j

Ii(✓j) (3)

by item i summed over subjects j. This approach
is similar to uncertainty sampling and reduces to
it for the IRT-base model (Lewis and Gale, 1994).
We initially seed with the twenty-five most discrim-
inative items (details in Appendix D).

Like computerized adaptive testing (Moreno
et al., 1984), Figure 5 shows that at lower sample
sizes three of the IRT sampling methods are bet-
ter than random sampling—difficulty does worse.
The other IRT methods have comparable correla-
tion. Thus, by using IRT, DAD can both improve
rankings and guide annotation.

5 Qualitative Insights on Leaderboards

DAD also helps qualitative analysis of items and
subjects. First, IRT identifies overfitting and gener-
alizes partitioning datasets by difficulty. Then we
show that—like in educational testing—IRT identi-
fies good and bad items.

Overall best method: pick
item that maximizes
Fisher information
content, i.e.,

Ii(θj) = γ2
i pij(1 − pij)

Info(i) =
∑

j
Ii(θj)

29
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for each subject, and then aggregate the informa-
tiveness

Info(i) =
X

j

Ii(✓j) (3)

by item i summed over subjects j. This approach
is similar to uncertainty sampling and reduces to
it for the IRT-base model (Lewis and Gale, 1994).
We initially seed with the twenty-five most discrim-
inative items (details in Appendix D).

Like computerized adaptive testing (Moreno
et al., 1984), Figure 5 shows that at lower sample
sizes three of the IRT sampling methods are bet-
ter than random sampling—difficulty does worse.
The other IRT methods have comparable correla-
tion. Thus, by using IRT, DAD can both improve
rankings and guide annotation.

5 Qualitative Insights on Leaderboards

DAD also helps qualitative analysis of items and
subjects. First, IRT identifies overfitting and gener-
alizes partitioning datasets by difficulty. Then we
show that—like in educational testing—IRT identi-
fies good and bad items.

Overall best method: pick
item that maximizes
Fisher information
content, i.e.,

Ii(θj) = γ2
i pij(1 − pij)

Info(i) =
∑

j
Ii(θj)
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Additional Work

• Adaptive Language-based Mental Health Assessment with Item-Response
Theory (Varadarajan et al., 2023)

• Alternate Evaluation Metrics, e.g., Subject ability θj (Lalor et al., 2018)

• Anchor Points: Benchmarking Models with Much Fewer Examples (Vivek et al.,
2024)

• tinyBenchmarks: evaluating LLMs with fewer examples (Polo et al., 2024)

• Comparing Test Sets with Item Response Theory (Vania et al., 2021)

• IRT for Efficient Human Evaluation of Chatbots (Sedoc and Ungar, 2020)
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Break!

• Back in 15 minutes

• Next section: Advanced Topics
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Main Limitations of (classical) IRT



LIMITATIONS OF CLASSICAL IRT... 

ITEM RESPONSE THEORY FOR NLP 4

• 1) The models are usually simple and fixed (logistic). 

• Some performance metrics have distributions that are not Bernoulli (right/wrong)

• 2) Consider one dimension only: one ability per subject and one difficulty parameter per item

• One ability rarely accounts for the full behaviour of a system on general or complex tasks.

• 3) (even Multidimensional IRT models) are non-hierarchical (on the items and on the abilities)

• Compensatory MIRT models introduce effects between the dimensions.

• 4) Cannot predict for new instances (only those used in the estimation)

• They do not have item parameters (we would need the results of other models on that new item).

• 5) Are populational 

• In many cases, the notion of population in AI systems is too volatile/arbitrary.



AND EXTENSIONS... AND OTHER APPROACHES

ITEM RESPONSE THEORY FOR NLP 5

• IRT has many extensions that try to account for 1, 2 and 3 (MIRT, non-logistic models, 
…) and partly 4 (LLTM), but other paradigms are needed for 4 and 5.

• Issue 4 is critical in AI (predictability!):

• Issue 5 is critical in AI (circularity, especially in adversarial testing):

For new instances, we do not know their 

difficulty and we cannot predict performance!

https://www.predictable-ai.org/ ,  Zhou et al. 

“Predictable Artificial Intelligence”. arXiv:2310.06167. 

The abilities of an AI system depend on the 

abilities of the other AI systems!

Mehrbakhsh, B., Martínez-Plumed, F., & Hernández-

Orallo, J. (2023). Adversarial Benchmark Evaluation 

Rectified by Controlling for Difficulty. In ECAI 

2023 (pp. 1696-1703).

https://www.predictable-ai.org/
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Non-logistic IRT



NON-LOGISTIC IRT MODELS

ITEM RESPONSE THEORY FOR NLP 7

• IRT covers right/wrong outcomes only.
• Correspond to a Bernoulli distribution: (right/wrong: {0,1} loss).

• Parameters of the logistic function, with “guess” for chance

• Other options, sigmoid (erf, Ogive model) or flat (step function, Guttman)

• In classification (items are aggregations or have repetitions) 
• The loss function is Brier score or AUC.

• Correspond to the Beta distribution: ([0,1] loss)

• Beta IRT models: with 3 or 4 parameters

• In regression!
• The loss function is open (MAE/MSE: [0,∞] loss) 

• Correspond to Gamma or some other distributions.

• Gamma IRT models with 3 parametres (mapping difficulty, discrimination and ability to the Gamma)

Chen, Y., Silva Filho, T., Prudencio, R. B., Diethe, T., & 

Flach, P. (2019). β3-IRT: A New Item Response Model and 

its Applications. InThe 22nd International Conference on 

Artificial Intelligence and Statistics (pp. 1013-1021). PMLR.

Ferreira-Junior, M., Reinaldo, J. T., Neto, E. A. L., & Prudencio, R. B. (2023). β4-IRT: A New 

β3-IRT with Enhanced Discrimination Estimation.arXiv preprint arXiv:2303.17731.

Moraes, J. V., Reinaldo, J. T., Prudencio, R. B., & Silva Filho, T. M. (2020). Item Response Theory for Evaluating Regression 

Algorithms. In 2020 International Joint Conference on Neural Networks (IJCNN) (pp. 1-8). IEEE.

Bock, R. D., & Gibbons, R. D. (2021). Item 

response theory. John Wiley & Sons.
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Multidimensional IRT



ONE DIMENSION IS RARELY ENOUGH

ITEM RESPONSE THEORY FOR NLP 9

• On many occasions, more than on ability is needed to explain system performance. 

• Ability  becomes a latent vector and/or difficulty d becomes a latent vector:

Multidimensional IRT models consider several dimensions 

for the abilities and/or the items

Bonifay, Wes. Multidimensional item response theory. Sage Publications, 2019.

Reckase, M. D. (2006). 18 Multidimensional Item Response Theory. Handbook of statistics, 26, 607-642.



ITEM RESPONSE SURFACES : COMPENSATORY

ITEM RESPONSE THEORY FOR NLP 10
Reckase, M. D. (2006). 18 Multidimensional Item Response Theory. Handbook of statistics, 26, 607-642.

Asymmetric

compensation:

Given this angle, 

ability 1 can 

compensate for 

ability 2 but not

vice versa.



ITEM RESPONSE SURFACES : NON-COMPENSATORY

ITEM RESPONSE THEORY FOR NLP 11
Reckase, M. D. (2006). 18 Multidimensional Item Response Theory. Handbook of statistics, 26, 607-642.

No compensation:

Low values of 

one ability

cannot be 

compensated by

high values of the

other.

Confusingly, a.k.a. “partially compensatory”
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When Difficulty/Demands Are Given



INTRINSIC (OBSERVABLE) DIFFICULTIES

ITEM RESPONSE THEORY FOR NLP 13

• Frequently, we have intuitions of what makes an instance difficult.

• “What’s 31+26?” -> very easy

• “What’s 39+96?” -> easy

• “What’s 316184915+269435716?” -> hard

• “What’s 111111111+333333333?” -> easy

• Can we use these K=3 “features” or “characteristics” (q1, q2, q3) as a proxy for 
difficulty?

• Do we know how much each of them contributes to difficulty?

q1= #digits, 

q2= carrying

q3= digit diversity



LINEAR LOGISTIC TEST MODELS (LLTM)

ITEM RESPONSE THEORY FOR NLP 14

• For each item j, assume item difficulty j depends linearly on a series of K observable 
cognitive components or item characteristics, also known as demands qjk

• Then, a Rasch (1PL) model simply becomes:

• The qjk are specified by experts, the parameters k are estimated.

Fischer, G. H. 

(2005). “Linear 

logistic test models,” 

In Encyclopedia of 

Social Measurement, 

2, 505-514.



LINEAR LOGISTIC TEST MODELS (LLTM)
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• Q-matrix

• Values can be > 1

• LLTMs are compared with the Rasch model (it LLTM is significantly worse, then the 
cognitive demands are not good enough). 

Packages: Baghaei, P., & 

Kubinger, K. D. (2015). 

Linear logistic test modeling 

with R. Practical 

Assessment, Research, 

and Evaluation, 20(1), 1.

Domain experts think of how many

features and how to label examples.



HOW TO ELICIT DIFFICULTIES? EXTRINSIC

ITEM RESPONSE THEORY FOR NLP 16

• The difficulty of an instance is extrinsic: depends on its relation to the other instances.

• EXTRINSIC: A paradigmatic case is the concept of “instance hardness” in classification

• But some of them do not depend on the models, just on the distribution of data.

Lorena, A. C., Paiva, P. Y., & Prudêncio, R. B. (2023). Trusting my predictions: on the 

value of Instance-Level analysis. ACM Computing Surveys.

X1: medium

X2: easy

X3: hard

X4: very hard.



HOW TO ELICIT DIFFICULTIES? INTRINSIC
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• In some cases, the difficulty of an instance is easy to identify and they are intrinsic.

• INTRINSIC: The difficulty of an instance doesn’t depend on the difficulty of other instances!!!

GPT (3, 3.5, 4) on addition problems with difficulty being the mean of #digits (x-axis is deciles)

Zhou et al. “Scaled-up, Shaped-up, but Letting 

Down? Reliability Fluctuations of Large 

Language Model Families” , in preparation, 

2024.



AUTOMATED DEMAND ANNOTATION IN NLP
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• Use “topic modelling” to extract the demands?

• Syntactic and semantic complexity metrics (e.g., Quanteda)?



LLM FOR DEMAND ANNOTATION

ITEM RESPONSE THEORY FOR NLP 19

Yael Moros-Daval “Automated Annotation of Meta-Features for Predicting Language 

Model Performance in Natural Language Processing Tasks”, 2023

• Linguistic Meta-features 
(annotated by GPT-4):

You must help me annotate the level of {META-FEATURE} of 

some text. Note that {META-FEATURE DEFINITION}. I will 

first give you a few examples to illustrate it. Then you 

will have to determine the level of {META-FEATURE} for the 

text on a scale from {META-FEATURE SCALE}. 

{META-FEATURE EXAMPLES} 

Sentence: {INSTANCE} Level of {META-FEATURE}:"



COULD WE USE LLTM?

ITEM RESPONSE THEORY FOR NLP 20

• Tasks (thousands of items) and models (dozens of 
subjects) from HELM (summer 2023)

Liang, P., Bommasani, R., Lee, T., Tsipras, D., Soylu, D., Yasunaga, M., ... & Koreeda, Y. (2022). 

Holistic evaluation of language models. arXiv preprint arXiv:2211.09110.



YES, BUT WE DIDN’T (USED XG-BOOST)
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YES, BUT WE DIDN’T (USED XG-BOOST)
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YES, BUT WE DIDN’T (USED XG-BOOST)
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Each dot is an instance of MMLU US FP, with average error for all 

models on the x axis and the predicted average error on the y axis. 
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General Difficulty Models



DATA FOR DIFFICULTY
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• Once we have applied IRT or used any other method to estimate the difficulties of the 
instances, we end up with a dataset like this:

Can we predict difficulty 

(and discrimination) from the 

examples?

Item Original Features Difficulty Discrim.

#1 What’s the capital of France? -2.5 0.6

#2 What’s almost an island? 0.3 0.7

#3 What’s the capital of Bhutan? 0.7 0.2

#4 What’s frozen water? -1.8 0.3

#5 Who’s your mother’s son’s mother? -0.5 0.2

#6 What’s brown and sticky? 2.3 -0.3

... ... ... ...



YES, WE CAN
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• But we can build a difficulty model 
from the instance features:

• Better with 1PL models:

Martínez-Plumed, F., Castellano, D., Monserrat-Aranda, C., & Hernández-Orallo, J. (2022, June). When ai difficulty is easy: The explanatory power 

of predicting IRT difficulty. In Proceedings of the AAAI Conference on Artificial Intelligence (Vol. 36, No. 7, pp. 7719-7727).
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Predicting Performance Directly:

Assessors

JH Orallo, W Schellaert, FM Plumed

Training on the Test Set: Mapping the System-Problem Space in AI

AAAI 2022



DEFINITION

Conditional probability estimator of the result r for AI system π on situation μ:

It is trained (and evaluated) on test data:

▪Using a distribution of situations (instances) μ. 

▪Using a distribution of systems π.

ITEM RESPONSE THEORY FOR NLP 28

π μ r

Resnet, θ1, θ2, … Image3, χ1, χ2, … 1

Resnet, θ1, θ2, … Image23, χ1, χ2, … 0

… … ...

Inception, θ1, θ2, … Image3, χ1, χ2, … 1

Inception, θ1, θ2, … Image78, χ1, χ2, … 1

… … ...It is applied during deployment, before 

π does any inference or even starts.



PROBLEM SPACE

We can describe 
situations or instances with 
properties μ = χ1, χ2, ... .

▪Delivery robot in a city with 
destination μ = x, y

▪π behaves very differently 
depending on the situation μ.

▪Expected result for π differs 
for different joint distributions 
Pr(x,y)

ITEM RESPONSE THEORY FOR NLP 29

Downtown Vancouver



SYSTEM SPACE

We can describe systems with 
properties π = θ1, θ2, ... .

▪Hyperparameters, system’s operating 
conditions (e.g., computing resources), 
developmental states, …

Key element for an assessor

▪Much predictability about one π can be 
obtained by looking at how other π’ behave.

oUncertainty estimation or calibration of π without 
looking at other systems is shortsighted!

ITEM RESPONSE THEORY FOR NLP 30

Pr(R(π1, · )=1) Pr(R(π2, · )=1) Pr(R(π3, · )=1)

.   .      .        .         .      .  .     .   .          .                  .       . .  .   .    .          .            .       .         .    .  .     .                           .    .      .      .

.   .          .         .      .  .     .   .         .                   .   .  .   .    .       .            .         .         .    .  .     .                                          .            .      .      .     

.   .      .          .         .      .  .     .   .          .                  .       . .  .   .    .          .            .       .         .     .  .     .                             .       .      .      .      

.   .      .          .         .      .  .     .   .          .                  .       . .  .   .    .          .            .       .         .    .  .     .                           .    .      .      .

.   .      .          .          .      .   .     .   .          .                   .       .  .  .   .    .          .             .       .         .     .  .     .                           .    .      .      ..   .      .          .         .      .  .     .   .          .                  .       . .  .   .    .          .            .       .         .    .  .     .                           .    .      .      .

points are “coloured” by 

the system attributes

R(r | π1,μ)^



LMS PREDICT LMS

Setup:

▪Problem space (items): 

oBIG-bench evaluation suite (millions of 
instances)

▪System space (subjects): 

oValidity (correct/incorrect) for 12 LMs 
(200M to 128B parameters)

▪Assessor: 

oSmall-ish assessor (60M DeBERTa)

ITEM RESPONSE THEORY FOR NLP 31Schellaert et al. “Validity Predictability Factors in Language Models” (forthcoming)

In distribution:

• Total AUROC of 0.61

• Improvement over self-assessment (logprobs)

OOD: Not significantly better 

than self-assessment (logprobs)

Bigger assessor = better

Bigger subject   = neutral

(baseline): self-assessment (baseline: self-assessment)

asssessor

asssessor



CAPABILITY-ORIENTED AI EVALUATION 32

Measurement Layouts

J. Burden et al. “Inferring Capabilities from Task Performance with Bayesian 

Triangulation”, https://arxiv.org/abs/2309.11975.

AAAI2024 Tutorial

"Measurement Layouts for Capability-Oriented AI Evaluation",

J. Burden, L. Cheke, J. Hernández-Orallo, M. Tešić, K. Voudouris

https://github.com/Kinds-of-Intelligence-CFI/measurement-layout-tutorial 

https://github.com/Kinds-of-Intelligence-CFI/measurement-layout-tutorial


MORE SOPHISTICATED MODELS 
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• From performance to capabilities more generally:

GPT (3, 3.5, 4) on addition problems with difficulty 
being the mean of #digits (x-axis is deciles)Zhou et al. “Scaled-up, Shaped-up, but Letting Down? Reliability Fluctuations of 

Large Language Model Families” , in preparation, 2024.

Only 10 models. 

Too little for IRT?



MORE SOPHISTICATED DEMANDS

ITEM RESPONSE THEORY FOR NLP 34

What are some of the things that make the addition of two number ‘difficult’?

▪ Size of the two numbers

▪ Number of carrying operations

▪ Can we have lots of carrying operations but the additions is still ‘easy’?



SIMPLE MEASUREMENT LAYOUT
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HIERARCHICAL MEASUREMENT LAYOUT
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PREDICTING PERFORMANCE
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• Not only can we get capability profiles, but we can predict well!

The measurement layouts are non-populational. They do not depend on the results of the other models!
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Other Modelling Approaches



OTHER METHODS TO EXPLAIN/PREDICT PERFORMANCE
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From Games and AI:

▪ Elo-Ranking, TrueSkill (Microsoft)

From AI:

▪ Scaling laws

From Psychometrics:

▪SEM / Hierarchical models (HGLMs, Multi-level IRT).

▪Factor analysis (next slide)

▪…

Ravand, H. (2015). Item response theory using hierarchical generalized linear 

models. Practical Assessment, Research, and Evaluation, 20(1), 7.

Sulis, I., & Toland, M. D. (2017). Introduction to Multilevel Item Response Theory 

Analysis: Descriptive and Explanatory Models. The Journal of Early Adolescence, 

37(1), 85-128. https://doi.org/10.1177/0272431616642328

Minka, T., Cleven, R., & Zaykov, Y. (2018). Trueskill 2: An improved bayesian 

skill rating system. Technical Report.

Schellaert et al. (2024): Scaling the scaling laws. Workshop on scaling laws, 

EACL.
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Task HELM classification Annotated ability Factor 1 Factor 2 Factor 3 Factor 1 Factor 2 Factor 3

XSUM Summarization Comprehension 0.91 0.05 -0.09 0.84

HellaSwag QA Comprehension 0.88 0.21 -0.04 0.93

NarrativeQA QA Comprehension 0.86 0.25 -0.05 0.68

CNN.DailyMail Summarization Comprehension 0.85 -0.40 0.03 0.47

IMDB Sentiment Analysis Comprehension 0.84 -0.02 -0.33 0.33

WikiFact Knowledge Domain knowledge 0.82 -0.08 0.26 0.78

OpenbookQA QA Reasoning - commonsense 0.80 0.19 0.10 0.93

NaturalQuestions QA Comprehension 0.76 0.11 0.22 0.97

BoolQ QA Comprehension 0.72 0.21 0.19 0.70

RAFT Text Classification Comprehension 0.63 0.13 0.33 0.69

QuAC QA Comprehension 0.60 0.18 0.39 0.74

TwitterAAE Language modelling Language modelling -0.09 1.00 0.01 0.94

ICE Language modelling Language modelling 0.17 0.90 -0.02 0.97

The Pile Language modelling Language modelling 0.15 0.88 0.07 0.96

BLiMP Language modelling Language modelling 0.03 0.80 -0.09 0.82

TruthfulQA QA Domain knowledge -0.15 -0.06 1.03 1.00

BBQ Bias Reasoning - inductive -0.02 -0.06 1.01 1.06

GSM8K Reasoning Reasoning - mathematical 0.04 0.02 0.96 0.87

Synthetic reasoning (NL) Reasoning Reasoning - fluid -0.08 0.02 0.88 0.80

MATH Reasoning Reasoning - mathematical 0.12 0.09 0.86 0.84

CivilComments Toxicity Classification Comprehension 0.11 0.05 0.83 0.67

Synthetic reasoning (A) Reasoning Reasoning - fluid 0.14 0.26 0.74 0.83

MMLU QA Mixed 0.45 -0.13 0.64 0.95

LegalSupport Reasoning Reasoning - inductive 0.47 -0.16 0.48 0.32

LSAT Reasoning Reasoning - fluid 0.02 -0.09 0.46

bAbI Reasoning Reasoning - deductive 0.44 0.35 0.40 0.69

Dyck Reasoning Reasoning - deductive 0.25 0.45 0.28 0.59

Factor loadings (Bayesian)Factor loadings (Freq.)
FA

CT
O

R 
A

N
A

LY
SI

S

Burnell, R., Hao, H., Conway, A. R., & Orallo, J. H. (2023). Revealing the structure of language model capabilities. arXiv preprint arXiv:2306.10062.

Task HELM classification Annotated ability Factor 1 Factor 2 Factor 3 Factor 1 Factor 2 Factor 3
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NarrativeQA QA Comprehension 0.86 0.25 -0.05 0.68

CNN.DailyMail Summarization Comprehension 0.85 -0.40 0.03 0.47

IMDB Sentiment Analysis Comprehension 0.84 -0.02 -0.33 0.33

WikiFact Knowledge Domain knowledge 0.82 -0.08 0.26 0.78

OpenbookQA QA Reasoning - commonsense 0.80 0.19 0.10 0.93

NaturalQuestions QA Comprehension 0.76 0.11 0.22 0.97

BoolQ QA Comprehension 0.72 0.21 0.19 0.70

RAFT Text Classification Comprehension 0.63 0.13 0.33 0.69

QuAC QA Comprehension 0.60 0.18 0.39 0.74

TwitterAAE Language modelling Language modelling -0.09 1.00 0.01 0.94

ICE Language modelling Language modelling 0.17 0.90 -0.02 0.97

The Pile Language modelling Language modelling 0.15 0.88 0.07 0.96

BLiMP Language modelling Language modelling 0.03 0.80 -0.09 0.82

TruthfulQA QA Domain knowledge -0.15 -0.06 1.03 1.00

BBQ Bias Reasoning - inductive -0.02 -0.06 1.01 1.06

GSM8K Reasoning Reasoning - mathematical 0.04 0.02 0.96 0.87

Synthetic reasoning (NL) Reasoning Reasoning - fluid -0.08 0.02 0.88 0.80

MATH Reasoning Reasoning - mathematical 0.12 0.09 0.86 0.84

CivilComments Toxicity Classification Comprehension 0.11 0.05 0.83 0.67

Synthetic reasoning (A) Reasoning Reasoning - fluid 0.14 0.26 0.74 0.83

MMLU QA Mixed 0.45 -0.13 0.64 0.95

LegalSupport Reasoning Reasoning - inductive 0.47 -0.16 0.48 0.32

LSAT Reasoning Reasoning - fluid 0.02 -0.09 0.46

bAbI Reasoning Reasoning - deductive 0.44 0.35 0.40 0.69

Dyck Reasoning Reasoning - deductive 0.25 0.45 0.28 0.59

Factor loadings (Bayesian)Factor loadings (Freq.)



POPULATIONAL? INSTANCE-LEVEL?
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• Structural Equation Modelling

• Needs a sample of subjects

• Bottom-up inference at the level of tests

• Inference of values

• Arrows represent linear relations

Question: Are SEMs or other models for just one individual?

• Measurement Layouts (Bayesian inference)

• Estimate capabilities from the results of one individual

• Bottom-up and top-down inference at instance level.

• Inference of distributions

• Arrows may be any differential function (e.g., logistic)



MULTIDIMENSIONAL IRT GENERALISED?
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• MIRT – Compensatory abilities

• Needs a sample of subjects

• Latent/population difficulties (no given features)

• Fixed model (logistic / beta)

Question: Degree of compensation for many dimensions and hierarchies?

• Measurement Layouts

• Estimate capabilities from the results of one individual

• Looks at the instance features (observable demands)

• Arrows only need be differentiable (beyond logistic)

“Multidimensional 

Item Response 

Theory” (V. Duran’s 

slides) 



SUMMARY OF APPROACHES
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Approach
Predictive for 

items

Predictive for 

systems

Domain

Knowledge

System

Populational
Abilities Type of  Models

Performance Aggregation / CTT No No No No — Statistical Tendency/Position/Dispersion

Scaling Laws No Seen & New No Yes — Power Laws

Factor Analysis No No No Yes 1 Linear (response)

SEM No Seen Yes Yes 1 or hierarchy Mostly Linear (response)

Traditional IRT (1PL, 2PL, 3PL) Seen Seen No Yes 1 Logistic/Bernouilli (response)

Beta/Gamma IRT Models, ... Seen Seen No Yes 1 Beta (response), Gamma (response), ...

Multidimensional IRT Seen Seen Partly Yes 1 Logistic (response)

LLTM Seen & New Seen Yes Yes 1 (1MIRT) Linear (diff) + Logistic (response)

General Difficulty Model Seen & New Seen No Yes 1 Any machine learning model (diff) + Logistic

Intrinsic Difficulty Seen & New Seen Yes No 1 No model + Logistic

Self-assessment (uncert. est.) Seen & New Seen No No — The own model (mostly classification)

Assessors Seen & New Seen & New No Either — Any Machine Learning Model

Measurement Layouts Seen & New Seen & New* Yes Either 1or hierarchy Any Bayesian Model if Differentiable
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Approach
Predictive for 

items

Predictive for 

systems

Domain

Knowledge

System

Populational
Abilities Type of  Models

Performance Aggregation / CTT No No No No — Statistical Tendency/Position/Dispersion

Scaling Laws No Seen & New No Yes — Power Laws

Factor Analysis No No No Yes 1 Linear (response)

SEM No Seen Yes Yes 1 or hierarchy Mostly Linear (response)

Traditional IRT (1PL, 2PL, 3PL) Seen Seen No Yes 1 Logistic/Bernouilli (response)

Beta/Gamma IRT Models, ... Seen Seen No Yes 1 Beta (response), Gamma (response), ...

Multidimensional IRT Seen Seen Partly Yes 1 Logistic (response)

LLTM Seen & New Seen Yes Yes 1 (1MIRT) Linear (diff) + Logistic (response)

General Difficulty Model Seen & New Seen No Yes 1 Any machine learning model (diff) + Logistic

Intrinsic Difficulty Seen & New Seen Yes No 1 No model + Logistic

Self-assessment (uncert. est.) Seen & New Seen No No — The own model (mostly classification)

Assessors Seen & New Seen & New No Either — Any Machine Learning Model

Measurement Layouts Seen & New Seen & New* Yes Either 1or hierarchy Any Bayesian Model if Differentiable
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Approach
Predictive for 

items

Predictive for 

systems

Domain

Knowledge

System

Populational
Abilities Type of  Models

Performance Aggregation / CTT No No No No — Statistical Tendency/Position/Dispersion

Scaling Laws No Seen & New No Yes — Power Laws

Factor Analysis No No No Yes 1 Linear (response)

SEM No Seen Yes Yes 1 or hierarchy Mostly Linear (response)

Traditional IRT (1PL, 2PL, 3PL) Seen Seen No Yes 1 Logistic/Bernouilli (response)

Beta/Gamma IRT Models, ... Seen Seen No Yes 1 Beta (response), Gamma (response), ...

Multidimensional IRT Seen Seen Partly Yes 1 Logistic (response)

LLTM Seen & New Seen Yes Yes 1 (1MIRT) Linear (diff) + Logistic (response)

General Difficulty Model Seen & New Seen No Yes 1 Any machine learning model (diff) + Logistic

Intrinsic Difficulty Seen & New Seen Yes No 1 No model + Logistic

Self-assessment (uncert. est.) Seen & New Seen No No — The own model (mostly classification)

Assessors Seen & New Seen & New No Either — Any Machine Learning Model

Measurement Layouts Seen & New Seen & New* Yes Either 1or hierarchy Any Bayesian Model if Differentiable
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Approach
Predictive for 

items

Predictive for 

systems

Domain

Knowledge

System

Populational
Abilities Type of  Models

Performance Aggregation / CTT No No No No — Statistical Tendency/Position/Dispersion

Scaling Laws No Seen & New No Yes — Power Laws

Factor Analysis No No No Yes 1 Linear (response)

SEM No Seen Yes Yes 1 or hierarchy Mostly Linear (response)

Traditional IRT (1PL, 2PL, 3PL) Seen Seen No Yes 1 Logistic/Bernouilli (response)

Beta/Gamma IRT Models, ... Seen Seen No Yes 1 Beta (response), Gamma (response), ...

Multidimensional IRT Seen Seen Partly Yes 1 Logistic (response)

LLTM Seen & New Seen Yes Yes 1 (1MIRT) Linear (diff) + Logistic (response)

General Difficulty Model Seen & New Seen No Yes 1 Any machine learning model (diff) + Logistic

Intrinsic Difficulty Seen & New Seen Yes No 1 No model + Logistic

Self-assessment (uncert. est.) Seen & New Seen No No — The own model (mostly classification)

Assessors Seen & New Seen & New No Either — Any Machine Learning Model

Measurement Layouts Seen & New Seen & New* Yes Either 1or hierarchy Any Bayesian Model if Differentiable
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Approach
Predictive for 

items

Predictive for 

systems

Domain

Knowledge

System

Populational
Abilities Type of  Models

Performance Aggregation / CTT No No No No — Statistical Tendency/Position/Dispersion

Scaling Laws No Seen & New No Yes — Power Laws

Factor Analysis No No No Yes 1 Linear (response)

SEM No Seen Yes Yes 1 or hierarchy Mostly Linear (response)

Traditional IRT (1PL, 2PL, 3PL) Seen Seen No Yes 1 Logistic/Bernouilli (response)

Beta/Gamma IRT Models, ... Seen Seen No Yes 1 Beta (response), Gamma (response), ...

Multidimensional IRT Seen Seen Partly Yes 1 Logistic (response)

LLTM Seen & New Seen Yes Yes 1 (1MIRT) Linear (diff) + Logistic (response)

General Difficulty Model Seen & New Seen No Yes 1 Any machine learning model (diff) + Logistic

Intrinsic Difficulty Seen & New Seen Yes No 1 No model + Logistic

Self-assessment (uncert. est.) Seen & New Seen No No — The own model (mostly classification)

Assessors Seen & New Seen & New No Either — Any Machine Learning Model

Measurement Layouts Seen & New Seen & New* Yes Either 1or hierarchy Any Bayesian Model if Differentiable
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Approach
Predictive for 

items

Predictive for 

systems

Domain

Knowledge

System

Populational
Abilities Type of  Models

Performance Aggregation / CTT No No No No — Statistical Tendency/Position/Dispersion

Scaling Laws No Seen & New No Yes — Power Laws

Factor Analysis No No No Yes 1 Linear (response)

SEM No Seen Yes Yes 1 or hierarchy Mostly Linear (response)

Traditional IRT (1PL, 2PL, 3PL) Seen Seen No Yes 1 Logistic/Bernouilli (response)

Beta/Gamma IRT Models, ... Seen Seen No Yes 1 Beta (response), Gamma (response), ...

Multidimensional IRT Seen Seen Partly Yes 1 Logistic (response)

LLTM Seen & New Seen Yes Yes 1 (1MIRT) Linear (diff) + Logistic (response)

General Difficulty Model Seen & New Seen No Yes 1 Any machine learning model (diff) + Logistic

Intrinsic Difficulty Seen & New Seen Yes No 1 No model + Logistic

Self-assessment (uncert. est.) Seen & New Seen No No — The own model (mostly classification)

Assessors Seen & New Seen & New No Either — Any Machine Learning Model

Measurement Layouts Seen & New Seen & New* Yes Either 1or hierarchy Any Bayesian Model if Differentiable
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The Road Ahead



CHALLENGES
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Instance-level data: 
▪For building good predictive models of AI 
validity, we need evaluation results at the 
instance level.

Number/dependency of subjects: 
▪Non-populational approaches

▪But they require some domain knowledge

Is sharing code open source (github) enough?

Re-running the experiments is not 

feasible/sustainable anymore.



TAKE-AWAYS
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▪ IRT generally applicable if we have instance-level data and #subjects

▪ If situations are more elaborated or non-populational, there are alternatives.

Instead of  aggregating performance, the key idea is to 

estimate a model of  the AI system (e.g., capabilities) so that 

we can explain/predict performance at the instance level!
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THANK YOU!

JOSE H. ORALLO
http://josephorallo.webs.upv.es/

jorallo@upv.es

http://josephorallo.webs.upv.es/
mailto:jorallo@dsic.upv.es


POINTERS
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▪ References: You’ve been given a reference list...

▪ Libraries:

▪ PY-IRT: https://github.com/nd-ball/py-irt/

▪ flexMIRT, MIRT, Stan, JAGS, Mplus, SPSS

▪ AAAI2024 Tutorial on Measurement Layouts:

▪ https://github.com/Kinds-of-Intelligence-CFI/measurement-layout-tutorial

▪ AI Evaluation Digest (monthly)

▪ https://aievaluation.substack.com/

https://github.com/nd-ball/py-irt/
https://github.com/Kinds-of-Intelligence-CFI/measurement-layout-tutorial
https://aievaluation.substack.com/
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Conclusion, Recent Work, and
Future Directions



Concluding Remarks and Summary

1. Learned about IRT models

2. How to implement IRT models and/or use py-irt
3. Showed ways to apply IRT to specific NLP problems

3.1 Annotation Error

3.2 Evaluation

3.3 Training

4. Classical IRT is a starting point, but the range of IRT methods is much larger
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Future Directions

1. Classical IRT is a starting point, but the range of IRT methods is much larger
2. Future Directions

2.1 LLMs?

2.2 Multidimensional IRT and Big Benchmarks?

2.3 Predictability?
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Recent Work



Do great minds think alike? Investigating Human-AI Complementarity for
Question Answering

• Skill/difficulty should be
multidimensional, but making it work is
difficult (Rodriguez et al., 2022)

• Idea: use BERT-informed embeddings
to inform multidim difficulty, etc.

• Compare different proficiencies of
humans versus models

• Gor et al. (2024) made it work!
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Related Work

1. Understanding Dataset Difficulty with V-Usable Information (Ethayarajh et al.,
2022)

2. IRT in Recommender System Benchmarking (Liu et al., 2023)
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Interested in continuing the conversation?

https://forms.gle/rwAhu6ufgcYgioKm6
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Thank you!

Web page: http://eacl2024irt.github.io
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