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Conclusion, Recent Work, and
Future Directions



Concluding Remarks and Summary

1. Learned about IRT models

2. How to implement IRT models and/or use py-irt
3. Showed ways to apply IRT to specific NLP problems

3.1 Annotation Error

3.2 Evaluation

3.3 Training

4. Classical IRT is a starting point, but the range of IRT methods is much larger
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Future Directions

1. Classical IRT is a starting point, but the range of IRT methods is much larger
2. Future Directions

2.1 LLMs?

2.2 Multidimensional IRT and Big Benchmarks?

2.3 Predictability?
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Recent Work



Do great minds think alike? Investigating Human-AI Complementarity for
Question Answering

• Skill/difficulty should be
multidimensional, but making it work is
difficult (Rodriguez et al., 2022)

• Idea: use BERT-informed embeddings
to inform multidim difficulty, etc.

• Compare different proficiencies of
humans versus models

• Gor et al. (2024) made it work!
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Related Work

1. Understanding Dataset Difficulty with V-Usable Information (Ethayarajh et al.,
2022)

2. IRT in Recommender System Benchmarking (Liu et al., 2023)
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Interested in continuing the conversation?

https://forms.gle/rwAhu6ufgcYgioKm6
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Thank you!

Web page: http://eacl2024irt.github.io
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