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Part 1. Evaluation for NLP
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What Do We Evaluate in NLP?



EVALUATIONS ARE AT SEVERAL LEVELS
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1) System-level evaluations
• This is probably the most common evaluation type (MT, Dialog, NLI, etc…)

2) Machine learning method evaluations
• E.g., LSTM vs Transformer

3) Metrics
• E.g., BLEU, BERTScore, etc

4) Annotations
• Annotation error estimates

5) Data
• Quality, domain similarity, toxicity



SYSTEM EVALUATIONS

1. Extrinsic task based evaluation

2. Intrinsic evaluation

3. Human evaluation

4. Automatic metric evaluation

5. A/B testing

6. Error analysis
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Key Issues
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Key Factors
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COMMON TASK FRAMEWORK & LEADERBOARDS
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There is general agreement that these competitive evaluations had a striking 
and beneficial effect on the performance of various systems tested over the 
years. However, it is also recognized (albeit less generally) that these evaluation 
experiments also had the, less beneficial, effect that the participating systems 
focused increasingly more narrowly on those few parameters that were 
measured in the evaluation, to the detriment of more general properties.

- Schwitter et al. 2000

Focusing on headline state-of-the-art numbers “provide(s) limited value for scientific 
progress absent insight into what drives them” and where they fail.

- Lipton and Steinhardt, 2019



LOTS OF LEADERBOARDS
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SHARED TASKS
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SHARED TASKS
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SHARED TASKS
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LEADERBOARDS CAN IMPROVE

1. Questions with the Right Difficulty

2. Discriminative Questions

3. Minimize Ambiguity, Maximize Fairness

4. Don’t be Overly Definitive

5. Be Flexible and Introspective
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METHODS FOR RANKING

1. Average score

2. Z-scored ratings

3. Preference ranking
§ Bradley-Terry-Leech
§ Elo rating system
§ Trueskill
§ Item Response Theory
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HUMAN / AUTOMATIC METRICS

Human evaluation
§Expert judges (WOCHAT, Alexa)
§Crowd-sourced (non-expert) judgments (DBDC)

Automated evaluation
§Proxy metrics (e.g., G-Eval, BLEU, Perplexity)
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A / B TESTING
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ERROR ANALYSIS

1. Categorize error types

2. Investigate sources

3. Identify possible explanations
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Annotations



EVALUATION OF ANNOTATIONS

1. Inter-annotator agreement (IAA)
o Cohen’s Kappa
o Krippendorff’s alpha
o Fleiss’ Kappa

2. Accuracy, Precision/Recall/F-score

3. Consistency checks

4. Error Analysis
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Data



UNDERLYING DATA ANALYSIS

1. Quality of the examples

2. Difficulty of data

3. Usefulness for evaluation

4. Error Analysis
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THANK YOU!
JOAO SEDOC

http://joaosedoc.com/
jsedoc@nyu.edu

http://josephorallo.webs.upv.es/
mailto:jorallo@dsic.upv.es


NEXT UP

Next Section: Introduction to IRT
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